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Abstract:World Wide Web is a vital resource of data growing 

continuously without any hurdles and interruption.  In the 

current days , it becomes increasingly difficult for users to fetch 

valuable data due to the continually rapid growth in data volume. 

This huge  amount of data is making search more and more 

typical  with traditional search engine as they return huge data 

for a given query which consisting  of relevant as well as 

irrelevant data. As if user is getting huge wastage of time and the 

browser get overload problem. So, the users are not showing with 

searching the information by traditional search engine. As if the  

So the problem of re-ranking search pages or results has become 

one of the main problems in IR  field. Currently searching 

methods are mainly based on keyword matching technique but 

this technique has some  cons.   In this work, we present a 

method for utilizing genealogical information from ontology to 

find the suitable hierarchical concepts for query extension, and 

ranking web pages based on semantic relations of the hierarchical 

concepts related to query terms, taking into consideration the 

hierarchical relations of domain searched (sibling, synonyms and 

hyponyms) by different weighting based on AHP method. So, it 

provides an  absolute and accurate solution for ranking 

documents when compared to the three common methods. 

Keywords—Semantic rank; ranking web; ontology; search 

engine; information retrieval 

I. INTRODUCTION 

World Wide Web is a vital resource of data 

growing continuously without any hurdles and 

interruption.  In the current days , it becomes 

increasingly difficult for users to fetch valuable data 

due to the continually rapid growth in data volume. 

This huge  amount of data is making search more 

and more typical  with traditional search engine as 

they return huge data for a given query which 

consisting  of relevant as well as irrelevant data. As 

if user. So, the users are not showing with searching 

the information by traditional search engine.  

 Search is the most popular and peculiar 

applications on the Web. The bulk of outdated 

retrieval systems usually make use of metadata 

keywords is getting huge wastage of time and the 

browsers get overload problem matching with the 

query. However, these systems do not take into 

account the semantic relationships between query 

terms and other concepts that might be significant to 

users which he needs. Thus, the addition of explicit 

semantics can improve the search process easy. 

Semantic search is an application of the Semantic 

Web to search. It tries to improve traditional search 

results (based on Information Retrieval technology) 

using data from the Semantic Web . This approach 

offers an enhancement to olden search as it allows 

retrieval to incorporate the underlying terms 

semantics. It improves the olden  search that 

focuses on word frequency by trying to understand 

hidden meanings in the retrieval information system 

exists when users cannot clearly express their 

information needs or poor ranking methods to 

evaluate pages if they are related to query or not. 

 In order to overcome the irrelevant 

documents that result from search process, there are 

various solutions such as: using query expansion 

(QE), taking into account the semantic meaning; or 

by improving the ranking of documents, taking into 

account not only the occurrence of query terms, but 

also the semantic relation between the user search 

and the document context 

This paper finds the  two methods to solve 

these problems. The first is an expansion query 

method taking into consideration the relations 
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between expanded query terms in the 

ranking process of documents, by organizing all 

terms of an expanded query as a tree model of 

multi-levels, regarding their hierarchical 

relationships defined in a specific ontology. The 

second method is a ranking process for documents 

based on the semantic relation between document 

contents and the query terms. 

II. RELATED WORK 

 Search engines accuracy is being improved based 

on how they will search for the meaning of query 

terms, and how they will present the results to 

users by evaluating the documents containing the 

query terms. There are different kinds of solutions 

for improving the search engine.  

 Expanding query taking into account the 

semantic meaning related to user's query 

terms.     

 Improving the evaluation of documents not 

only by the occurrence of terms, but also by 

how it semantically relates to the topic 

search. 
 Query expansion (QE) is a technique used to aid 

users to express their requirements. There are many 

works in QE techniques. Following are some of the 

simple techniques of query expansions 

 Finding synonyms of words, and searching 

for the synonyms as well 

 Finding all the various morphological forms 

of words by stemming each word in the 

search query 

 Fixing spelling errors and automatically 

searching for the corrected form or suggesting 

it in the results 

 Re-weighting the terms in the original query 

 Creating a dictionary of expansion terms for 

each terms and then looking up in the 

dictionary for expansion 

There are many works in QE techniques, such 

as the mechanisms of relevance feedback and 

statistical term co-occurrence. The drawback 

of relevance feedback and statistical term 

co-occurrence methods is the analysis of 

pervious results documents which may 

provide a relationship between extracted terms 

and the original query. But this cannot be 

ensured if there are no sufficient documents 

used for analysis before a search process. 

Ranking methods are applied to arrange 

the documents in order of their relevance. Web 

mining techniques are applied in order to extract 

only relevant document from the database and 

provide the intended information to users. They 

classify the web pages and internet users by taking 

into consideration the contents of the page 

(WCM), behavior of internet user in the past 

(WUM), and web structure mining based on links 

in pages (WSM). 

There are various ranking algorithms that 

can be classified based on the parameters used to 

describe them and the parameters used to calculate 

the ranking score. We will discuss this in the 

following 

Page rank algorithm: is an algorithm used by 

Google to rank pages. It is based on a web graph, 

where web pages are represented as nodes; and 

links as edges between pages. The page rank 

depends on the number of links it has been 

encrypted. The page linked to many pages with 

high Page Rank receives a high rank itself.  

Weighted links rank (WLRank): is the 

modification of the standard page rank algorithm. 

This algorithm provides weight value to the link 

based on three parameters; the length of the anchor 

text, tag in which the link is contained, and relative 

position.  

Time Rank Algorithm: is based on the visit time 

of a webpage to overcome the keywords query 

match without taking into account the context of 

user meaning. User's preferences in content and in 

a link are used to rank pages . Also, user behavior 

can be used to indicate the importance of 

WebPages and websites, by analyzing the 

individual user sessions to rank the web pages. 

 III. ANALYTIC HIERARCHY 

PROCESS AHP) 
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 As it  can be seen in the material that 

follows, using the AHP involves the mathematical 

synthesis of numerous judgments about the 

decision 

problem in hand. It is not uncommon for these 

judgments to number in the dozens or even the 

hundred or the last number  . While the math can be 

done by hand or with a calculator, it is far more 

common to use one of several computerized 

methods for entering and synthesizing the 

judgments. The simplest of these involve standard 

spreadsheet software, while the most complex use 

custom software, often augmented by special 

devices for acquiring the judgments of decision 

makers gathered in a meeting room. 

The procedure for using the AHP can be summarized 

as: 

1. Model the problem as a hierarchy containing 

the decision goal, the alternatives for 

reaching it, and the criteria for evaluating the 

alternatives. 

2. Establish priorities among the elements of 

the hierarchy by making a series of 

judgments based on pair wise comparisons of 

the elements. For example, when comparing 

potential purchases of commercial real 

estate, the investors might say they prefer 

location over price and price over timing. 

3. Synthesize these judgments to yield a set of 

overall priorities for the hierarchy. This 

would combine the investors' judgments 

about location, price and timing for 

properties A, B, C, and D into overall 

priorities for each property. 

4. Check the consistency for the judgments. 

5. Come to a final decision based on the results 

of this process. 

IV. SEMANTIC SIMILARITY 

Semantics identifies concepts which allow 

extraction of information from data. For a machine 

to be able to decide the semantic similarity, 

intelligence is needed. It should be able to 

understand the semantics or meaning of the words. 

But a computer being a syntactic machine, semantics 

associated with the words or terms is to be 

represented as syntax.  

V. THE PROPOSED SEARCH ENGINE 

TECHNIQUE 

The proposed engine enhances a search 

engine through two methods. The first is the 

disambiguation of query terms by expansion process 

using general purpose ontology and domain 

ontologies selected by searching in the domain it is 

dealing with. The domain ontology is selected by 

searching in the domain dealing with and taking into 

consideration the relation of expanded terms through 

ontology domain description.  

The second method improves the ranking 

process taking into account the semantic relation 

between terms found on the page. This engine 

retrieves a high amount of the available semantic 

documents and enhances current search technology 

on the web. It performs the basic functionalities of 

the traditional search engine including: crawling 

web documents, indexing, ontology selection, query 

manipulation and expansion, and thus ranking 

documents. 

As Fig.1 depicts, the architecture of the proposed 

engine indicates the two suggested methods, each of 

them composed of some modules. The Search 

engine has a main module that is a user interface 

module, and an additional module that is semantic 

search for ontology domain search.  

 User Interface Module: is an easy interface 

for user to enter their queries and show 

required results.  

 Semantic Search Module: In this module, the 

process of searching for the semantic 

documents is related to the domain search 

using the user queries to provide a suitable 

ontology.  

A. THE QUERY EXPANSION METHOD 

Query expansion (QE) is the process of 

reformulating a seed query to improve retrieval 

performance in information retrieval operations. In 

the context of search engines, query expansion 

involves evaluating a user's input (what words were 

typed into the search query area, and sometimes 

https://en.wikipedia.org/wiki/Information_retrieval
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other types of data) and expanding the search query 

to match additional documents. Query expansion 

involves techniques such as: 

i.  Query manipulation:  

In this module, query is interpreted by 

performing preprocessing, stemming and 

disambiguating the query. Disambiguating the query 

is done by adding semantic meaning to terms with 

their synonyms using general purpose ontology 

(WordNet).  

ii. Semantic Query Module  

In this module after connect to WordNet to extract 

the synonyms for each query terms and based on 

domain ontology extract hyponyms for query terms 

and their sibling, we construct all semantic meaning 

to query terms as a vector of terms.  

B. WEIGHTING MODULE: consist of two 

parts.  
(i) Building Tree Model :  

The first step is building a hierarchy tree 

based on domain ontology and the synonym 

terms in two-level trees. A tree model is a 

technique used to build a tree with 

multi-levels. All terms of an expanded query 

are organized as a tree with multiple levels 

regarding their hierarchical relationships 

defined in a selected ontology: 

(ii) Weight terms AHP  

The second step is to evaluate the weight values 

based on AHP algorithms. AHP is a multi-criteria 

decision support methodology used in management 

science. We estimate the mutual importance values 

between relevance generated by original query terms 

and synonyms and hyponyms estimated based on the 

AHP score. Where the original query terms and their 

synonyms are in the same degree of importance, but 

their hyponyms terms have different degree. 

 

Fig. 1. Proposed System Architecture 

https://en.wikipedia.org/wiki/Data
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C. THE SEMANTIC RANKING 

METHOD 

Ranking process is considered an important 

step in any search engine. A good search engine is 

evaluated by whether the user's requirement exists in 

relevant documents which are returned, and 

evaluated by ranking techniques. This method 

consists of two modules a Searching Module, and 

Ranking Module 

D. SEARCHING MODULE 

(i) Crawling  

Crawling the documents and indexing them .In 

crawling we based on crawler built using java code 

enter a start url and extract a list of urls from pages 

,indexing process by parsing url document using 

jsoup java tools that deal with html pages ,it parsing 

html based on tags ,which allow us extract each text 

tag separately, split them based on (. dot) for each 

statement or (" " space) for terms , removing stop 

words and stemming them ,calculate the frequency 

of each term and storing them in database.  

(ii) Tag Filter :  

Most information are represented in internet 

pages in HTML documents, which it contains a set 

of markup tags that represent the content. These tags 

have different priorities in documents. Many 

retrieval information works deal with tf (term 

frequency),VSM(vector space model) and many 

other techniques deal with all document as a whole.  

(iii) Searching Process   

`Searching for documents that have query terms 

and their expansion and taking into account their 

frequency of each term found.  

(E)  RANKING MODULE 

(i)  Frequency Relevance 

Frequency is used to evaluate how 

documents are related to the user query, by searching 

in the document for the number of occurrences of the 

required terms. In the previous works, they took into 

account the summation of the frequency of all terms 

found. But in our proposed method, due to the 

expansion of query; we take into account the 

semantic relationships (synonyms, hyponyms) to 

ensure that the page is related to the domain selected. 

(ii) Semantic Distance  

Using the frequency relevance for query 

terms may introduce multiple topics and irrelevant 

information within relevant documents. In order to 

provide the semantic distance between two terms, 

the weights of their hierarchical structure in 

documents are taken into account. We measure the 

distance between query terms and their hyponyms 

found in documents; the terms that have higher 

distance between them become less related terms. 

The distance function is a weighting function to 

measure the semantic distance between the terms of 

queries and their hyponym found in the document.   

(iii) Total Score:  

Based on the pervious notice ranking document 

based on the term frequency or cosine similarity 

between query terms and document contents, they 

does not take into account the semantic relation 

between terms found in documents, so to aggregate 

the advantage of the occurrence of query terms and 

how they are close related to each other, we add two 

values of frequency and semantic distance between 

query terms as shown in the below 

                           
              R (D) =W1*∑ SR (D) +W2*F (D)      

                                                          

     Where, ∑ SR(D) is the Semantic relation 

calculated for document D for each part (title, head, 

body) in HTML documents, F (D) is the total 

frequency of terms found in documents. 

VI. CONCLUSION 

In this paper, a system is proposed to 

improve the search process to overcome the 

traditional search problems by some methods, such 

as enhancing the expression of what the users 

actually mean and enhancing the evaluation process 

of the documents returned to users. The proposed 

engine enhances a search engine through two 

methods. The first is the disambiguation of query 

terms by expansion process using general purpose 

ontology and domain ontology's selected by 
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searching in the domain it is dealing with. The 

domain ontology is selected by searching in the 

domain dealing with and taking into consideration 

the relation of expanded terms through ontology 

domain description. The second method improves 

the ranking process taking into account the semantic 

relation between terms found on the page. This 

engine retrieves a high amount of the available 

semantic documents and enhances current search 

technology on the web. It performs the basic 

functionalities of the traditional search engine 

including: crawling web documents, indexing, 

ontology selection, query manipulation and 

expansion, and thus ranking documents. 
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